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Abstract

This paper presents the study, design and produce 

the colour defect detection program of Dyed Fabric by apply 

Artificial Neural Network Theory. The applied theory consists of 

Feed Forward Network in 3-layer type and Back Propagation 

Training Algorithm for structure of general classification 

system. Moreover this program will be compared result with 

another algorithm that is statistical theory for assess the 

program performance and analyse advantage of neural 

network applying obviously.
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 (Artificial Neural Network)

 (feed forward network)  3 

(Back propagation training algorithm) 

 (Classification system) 

User specify Region Of Interest

in rectangular shape

Thresholding the sub image by

the value specified by user.

Start

Finish

Extract sub image from gross

image.

onnected Components

Extraction

Feature extraction

Make the judgment whether the

connected components are

defects or not

Make the decision on product

quality and command the actuator

Decision tree: Compare the extracted features with

the boundary values specified by the user
Artificial neural network: Judgment is based on the

training data set

Area, perimeter, angle of major axis, size of
bounding box , centoid, average hue, average

satuation and average intensity

Only 8-connectivity pixels are considered.

The system can provide guide-line on suitable

threshold value based on Otzu method.

Acquire image data
Either from live camera or image file with.bmp

extension

C

2.  (Automated visual 

inspection system)

 (Automated 

visual inspection system)  Machine 

Vision
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 Threshold 

Threshold  Threshold 

 Otsu[6]  Threshold 

 Connected 

Components Extraction Connected Components Labeling 
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 (filter) 

4.  (Segmentation)

 2 

 Threshold 

Area based segmentation  Region based segmentation 

 Edge based segmentation 
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 Edge based segmentation) 

 (Feature) 

 Area based 

segmentation  Threshold  3 

3.  (Image acquisition) 

(Image sensor) 

1.  Threshold  Gray scale 

2.  Connected Component Labeling 
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1.  Global Thresholding  Threshold 

2. Local Thresholding 
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 Machine vision  Threshold 

 Local Thresholding 
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 4  2  (Bimodal 

histogram)

 (P1)  (P2) 

Threshold

Threshold  2 

 MATLAB 

Otsu(Otsu’s Thresholding method)[6]

 4  2  (Bimodal 

histogram)

 (P1)  (P2) 

Threshold

Threshold  2 

 MATLAB 

Otsu(Otsu’s Thresholding method)[6]
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 5.1  Binary image  Global Thresholding 

 5.2  Connected Components 

Labeling
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 Threshold  Otsu 
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5.  Threshold  4 2.  (Data structure)
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7.  (Classification 
and Interpretation)

 Global Thresholding 

 “ ”

(Segmentation)

 (Feature extraction)

 Feature vector 

 Feature vector 1 

 1 

 Feature vector 

 (Feature extraction)

 Feature vector 

 (Classification) 

  “ ”

6.  (Feature extraction) 

Connected Components Labeling 

 (Average hue)

 (Average intensity)

 (Salient features) 
 (Classification) 

1,2

Classifier  Classifier

 Feature vector 
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 30  Feature vector 
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 2  Feature vector 
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Neighborhood classifier 

 Feature vector 

 Classifier 

 (Artificial Neural

network)[5]
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 classifier 

Start

Input specified byuser

Area, perimeter, angleof majoraxis, sizeof

bounding box,centoid,average hue,average

saturation and average intensity

Configure the network
Number ofhidden nodes,momentum coefficients,

learningrate, terminating condition

Prepare training data

Train the network Back propagationtraining algorithm

Finish

Terminating conditions

are reached?

Use the trained network

NO

YES

Terminating conditions

1.Numberof training epochs is exceeded the limit.

2.All targets areachieved.

Applying the featuresvector to thenetwork and 

consider the maximumelementof outputvector.

 7.2  Segmentation 

 Threshold 

 6  classifier  Neural Network 

 7.3 

 7

 7.1 
 7.4  setup 

 (Artificial Neural Network) 
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Start

IsDefect = false

Check

Angle?
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Area?
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Perimeter?

Check BB

Size? Check
average hue?
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average
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average

intensity?
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NO
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NO
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IsDefect=true

If Perimeter is
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IsDefect=true
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IsDefect=true

If Centoid is in
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IsDefect=true
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IsDefect=true

If average

saturation is in
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IsDefect=true

If average

intensity is in
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IsDefect=true

Check

Centoid?

NO

YESYESYESYES
YES YES YES

The considered

BLOB is

contraminate

YES

Finish

The considered

BLOB isn’t

contraminate

NO
For each detected BLOB

 8  classifier  statistical method

8.

 train  1 

 detect  detect 

9.

1.

2.

3.

(Back propagation training algorithm) 

[1] G.J. Awcock and R.Thomas “Applied Image Processing”, 

McGraw-hill, Inc, 1996.

[2] Ramesh Jain, Rangachar Kasturi and Brian G. Schunck, 

“Machine Vision”, McGraw-hill, Inc, 1995. 

[3] I.Pitas, “Digital image processing algorithms and application” 

, John Wiley & Sons, Inc., 2000. 

[4] J.R. Parker, “Algorithms for image processing and computer 

vision”, John Wiley & Sons, Inc., 1996. 

[5] Hagan, Demuth and Beale , “Neural Network Design”, PSW 

Publishing Company, 1995. 

[6] http://homepages.inf.ed.ac.uk/rbf/CVonline/LOCAL_COPIES 

/MORSE/threshold.pdf.

The 20th Conference of Mechanical Engineering Network of Thailand 

Suranaree University of Technology 

ME NETT 20th

AMM045

192 AMM045

18-20 October 2006 , Mandarin Golden Valley Hotel & Resort Khao Yai , Nakhon Ratchasima

School of Mechanical  Engineering , Suranaree University of Technology


	AMM045-1.pdf
	AMM045-2.pdf
	AMM045-3.pdf
	AMM045-4.pdf
	AMM045-5.pdf
	AMM045-6.pdf
	AMM045-7.pdf
	AMM045-8.pdf

