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Abstract 
 The design of model predictive controller is based on mathematic model of the system around an 

operating point. When operating condition is changed to another point, the performance of model 
predictive controller may be poor because parameters uncertainty of the system. For dealing with plant 
uncertainty, this paper focuses on the design of robust model predictive control via linear matrix inequality 
and compares it with conventional model predictive controller. A thermal plate system is used as the 
demo of uncertain plant. Experimental results show that the proposed method handles uncertainty better 
than conventional model predictive control, when the system is operated in a wide range of operating 
conditions. 
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1. Introduction 
Thermal plate or thermoelectric module is a 

kind of heat pump device, when DC voltage is 
applied to device the substrate surface become 
cold because positive and negative semiconduc- 
tor pellets array absorb heat energy and the 
another substrate surface become hot for 
releasing the heat energy, as shown in Fig 1 [8]. 

Thermal plate technology is applied to many 
wide applications such as, small laser diode 
coolers, portable refrigerators, small heater device, 

heat exchanger, liquid coolers and scientific 
thermal conditioning.  

Several techniques have been proposed in 
the literature for controlling a temperature  

of a thermal plate, for example, robust 
control, fuzzy control, model output following 
control, model reference adaptive control and 
model predictive control in difference applications.  

In [2-4] have proposed the fuzzy control of 
the thermal plate system for dealing with 
nonlinear behavior of a thermal plate such as, 
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thermal mass, ambient temperature and cooling 
load of thermal plate device. 

 

 
 

Fig .1 Thermal plate device. 
In [5] model output following control has 

proposed for dealing with mismatch uncertainty of 
plant model by feed-forward controller and model 
reference adaptive control has proposed in [8] for 
calculating a new optimal control effort when plant 
parameters has changed. 

Controller based on robust control, such as a 
disturbance observer method [6], robust right co-
prime factorization and pre-compensator [7] have 
been proposed for controlling thermal plate 
system. In general, robust control is designed 
based on plant parameters and uncertain 
parameters for synthesizing robust controller to 
deal with disturbance signal and parameters 
varying of plant model. 

Model predictive control (MPC) is a modern 
powerful control strategy in industry and process 
control. MPC is a form of control in which the 
current control action is obtained by solving a 
finite-time constrained optimization online to 
minimize future tracking error. In [9] model 
predictive control has been proposed in thermal 

plate water cooler for saving energy consumption 
by optimal cost function of control effort. 

From the literature, many researchers 
developed control algorithms to deal with plant 
uncertainty and reject a disturbance. As a result, 
robust model predictive control should be 
implemented because this algorithm has the 
ability to deal with plant model uncertainty when 
operating condition of a thermal plate is changed. 

In this paper, temperature control of thermal 
plate system by using linear matrix inequality for 
synthesizing robust model predictive controller 
from numerous plant model parameters is 
proposed. The proposed strategy is verified in 
both simulation and experiment tests. A 
comparison between robust model predictive 
control and simple model predictive control, 
based on tracking performance from numerous 
working conditions, is presented.  

The paper is organized as follows. Firstly, 
mathematic model based on thermal plate system 
is described. Secondly, the hardware of thermal 
plate system is set up. Thirdly, system identifier 
for finding plant parameters by least square 
method is presented in this section. Next, model 
predictive control and robust model predictive 
control via linear matrix inequality are described 
in this section. Further, experiment result is given 
to confirm the proposed method. Finally, the 
conclusion of this work is presented in the final 
section.  

 
2. Mathematic model of thermal plate 

This work use conservation of energy [1] as 
shown in Eq. (1) for developing system model. 
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ܥ                      ௗ்

ௗ௧
ൌ ݑ െ ଵ

ோ
ܶ                       (1) 

 
Where: 

 ܶ  is surface temperature of thermal plate 
 ሺԨሻ 

 
    is thermal capacitance of thermal plate  ܥ 

 ሺܬ ⁄ܭ ሻ 
 
 ܴ  is thermal resistant of thermal 

plateሺԨ ܹ⁄ ሻ 
 
 is control input signal of thermal plate ݑ 
 

The state-space representation of the 
nominal plant can be derived from Eq. (1) and 
can be shown in Eq. (2). 

 

  ൜
௠ሺ݇ݔ ൅ 1ሻ ൌ ሺ݇ሻݔ௡ܣ ൅ ሺ݇ሻݑ௡ܤ

ሺ݇ሻݕ ൌ ሺ݇ሻݔ௡ܥ
    (2) 

 
Where the state-space vectors are ݔ௠ ൌ

ሾܶሿ and the state-space matrix are ܣ௡ ൌ
ቂെ ଵ

ோ஼
ቃ , ௡ܤ ൌ ቂଵ

஼
ቃ , ௡ܥ ൌ ሾ1ሿ  and the plant 

matrices are set of working condition, when the 
set ሺΩሻ are 

 

                ൜൤
ଵܣ ଵܤ
ଵܥ 0 ൨ , … , ൤

ேܣ ேܤ
ேܥ 0 ൨ൠ          (3) 

 
Therefore, nominal plant matrices can be 

calculated by Eqs. (4) – (6). 
 

௡ܣ                       ൌ
∑ ஺೔
ಿ
೔సభ

ே
                      (4) 

 

௡ܤ                       ൌ
∑ ஻೔
ಿ
೔సభ

ே
                      (5) 

                    

௡ܥ                        ൌ
∑ ஼೔
ಿ
೔సభ

ே
                      (6) 

 
When ܰ  is the total number of operating 

condition of the system and matrix subscripts ݅ is 
plant parameters on working condition ݅ . The 
plant parameters of thermal plant system are 
varying due to operating at different working 
condition. The essential parameters of the 
thermal plate can be extracted from open-loop 
experimental by system identification such as, 
least square algorithm, open-loop step test at 
every working condition. 

 
3. Hardware setup 

This work use numerous equipments for 
setting the experiment such as, power device 
used to distribute 12 Volt DC from power supply 
to the thermal plate when control signal from data 
acquisition (Arduino MEGA 2560) is applied to 
power device in a finite time, thermocouple type K 
for measuring the dynamic of temperature on a 
thermal plate surface, IC AD595 for amplifying the 
temperature signal from thermocouple and low-
pass filter for reducing the amplitude of signal. 
The amplified of a temperature signal is used to 
feedback data for calculating of an error signal in 
the controller section. In this study Matlab and 
Simulink software used to written the algorithm 
program of open-loop step test for finding system 
parameters and written the different control 
algorithms, for example, MPC, state-feedback and 
RMPC for studying the ability of controllers in 
thermal plate system. The block diagram of each 
equipment can be seen in Fig. 2. 
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Fig. 2 Block diagram of hardware and 
software configuration. 

 
4. System identification  

Essential parameters of the system can be 
determined by least square algorithm, which is a 
process to find unknown parameters from a 
physical model, the algorithm can be written as 

 
                           ܻ ൌ Φ(7)                       ߠ 
 

Where: 
 is an unknown parameter vector, such as ߠ

a model parameter. 
 
Φ is known regression matrix, which is the 

matrix contain the data of state and input, from 
experiment condition.    

 
ܻ is known measurements vector, such as 

output of the system. 
 
The solution of ߠ can be found from Eq. (8). 
 

ߠ                                 ൌ Φିଵܻ                     (8) 
 

The solution of least square ߠ௅ௌ  can be 
written as  

௅ௌߠ                    ൌ ሺΦ்ΦሻିଵΦ்ܻ.          (9) 
 

Mathematic model from Eq. (1) can be 
rewritten in the form of least square algorithm as 

 

                ሶܶณ
௒

ൌ ሾܶ						ݑሿᇣᇧᇤᇧᇥ
ఝ

቎
െ ଵ

ோ஼
ଵ

஼

቏
ᇣᇤᇥ

ఏ

.                (10) 

In order to find ߠ using least square algorithm 
this method need to log input and output data. 
Therefore, this system will be discrete and apply 
Euler forward method to differential term as  

 

             
்ೖశభି்ೖ

ೞ்ᇣᇧᇤᇧᇥ
௒

ൌ ሾܶ						ݑሿᇣᇧᇤᇧᇥ
ఝ

቎
െ ଵ

ோ஼
ଵ

஼

቏
ᇣᇤᇥ

ఏ

.       (11) 

 

Where ௦ܶ is the sampling time for logging 
data. This work set sampling time equal to 0.05 ݏ. 

The open-loop test is used to identified two 
essential parameters as shown in Fig. 3. The 
identifier process use input signal condition as a 
constant signal between 0 and 255 ,when 255 is 
mean 100 % of PWM duty cycle or 5V Dc, send 
to thermal plate system. Plant parameters can be 
extracted by identification process from recorded 
input-output data. The plant parameters are 
varying due to numerous input conditions as 
shown in Table 1. The first column and second 
column of table 1 are represented steady-state 
value of input and output signal, respectively. The 
last two columns are represented plant 
parameters in discrete time system with 0.05 ݏ of 
sampling time. The nominal parameters of system 
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parameters can be calculated from Eq. (4) and 
(5), respectively. 

 
 

Fig. 3 Output and input of open-loop step test for 
each operating condition. 

Table. 1 plant parameters for each input condition 
 

Input condition Plant parameters 
Steady-state 

input 
Steady-state 
output ሺԨሻ 

 
 ௡ܣ

 
 ௡ܤ

255 155 0.9954 0.0128 
204 138 0.9952 0.0132
153 112 0.9948 0.0137
102 81 0.9939 0.0147
25.5 24 0.9663 0.0128

Nominal parameters 0.9892 0.0134 

 
       4.1 Validation of plant model 
       The percentage of best fit criterion of the 
model is used to check an accurate of model 
from system identification method. This work use 
best fit criterion according to [10] as shown in Eq. 
(12).  
 

ݐ݅ܨ	ݐݏ݁ܤ   ൌ ൬1 െ
∑ |௬೔ି௬ො೔|
ಿ
೔సభ

∑ |௬೔ି௬ത೔|
ಿ
೔సభ

൰ ൈ 100%     (12) 
 

Where ܰ is a total number of data, ݕ௜ is a 
measurement output at ݅ time step and ݕො௜ is a 
simulation output from the model at	݅ time step . 

The best fit of each model can be shown in table. 
2.  

 
Table. 2 The best fit of each model 
 

 
Model 

Steady-state 
input 

Steady-state 
output ሺԨሻ 

Best Fit 
 

 1 255 155 87.9% 
 2 204 138 86.8% 

 3 153 122 87.4% 

 4 102 81 88.5% 

 5 25.5 24 85.8% 

  
      The example of best fit criterion for the first 
model can be seen in Fig. 4. 
 

 
 

Fig. 4 The comparison of the real output and 
simulated output generated by model 1.  

 
5. Controller design 

In this work, model predictive control and 
robust model predictive control algorithm are used 
to control thermal plate system for studying 
performance of difference controllers.  

 



                The 28th Conference of the Mechanical Engineering Network of Thailand 
                        15-17 October 2014, Khon Kaen 
 
  

978 
 

 
DRC-3 
5.1 Model predictive controller design   
According to [11] the designs of model 

predictive control using the difference of state-
space form so, taking a difference operation on 
both sides of Eq. (2). The difference of state-
space form can be shown in Eq. (13). 

 
௠ሺ݇ݔ∆    ൅ 1ሻ ൌ ௠ሺ݇ሻݔ∆௡ܣ ൅  ሺ݇ሻ  (13)ݑ∆௡ܤ

 
Where: 

௠ሺ݇ݔ∆ ൅ 1ሻ ൌ ௠ሺ݇ݔ ൅ 1ሻ െ   ௠ሺ݇ሻݔ
 

௠ሺ݇ሻݔ∆ ൌ ௠ሺ݇ሻݔ െ ௠ሺ݇ݔ െ 1ሻ 
 

ሺ݇ሻݑ∆ ൌ ሺ݇ሻݑ െ ሺ݇ݑ െ 1ሻ 
The input to state-space model is∆ݑሺ݇ሻ. The 

next step is to connect ∆ݔ௠ሺ݇ሻ  to output ݕሺ݇ሻ. 

Therefore, define a new state variable vector is 
chosen be  

ሺ݇ሻݔ       ൌ ሾ∆ݔ௠ሺ݇ሻ்  ሺ݇ሻሿ்.         (14)ݕ
 

The difference of output equation can be 
shown as 

ሺ݇ݕ ൅ 1ሻ െ ሺ݇ሻݕ ൌ ௠ሺ݇ݔ∆௡ܥ ൅ 1ሻ.   (15) 
 

The augmented model, which is a state-
space model with embedded integrator, will be 
used in the design of model predictive control by 
putting together Eq. (13) and Eq. (15) leads to 
following state-space model as shown in Eq. (16). 

 

 

                    

ە
ۖ
۔

ۖ
ۓ
൤
ሺ݇݉ݔ∆	 ൅ 1ሻ
ሺ݇ݕ ൅ 1ሻ

൨
ᇩᇭᇭᇭᇪᇭᇭᇭᇫ

ሺ݇൅1ሻݔ

ൌ ൤
݉ܣ ݉݋

ܶ

݉ܣ݉ܥ 1
൨

ᇩᇭᇭᇪᇭᇭᇫ
ܣ

൤
ሺ݇ሻ݉ݔ∆	
ሺ݇ሻݕ

൨
ᇩᇭᇪᇭᇫ

ሺ݇ሻݔ

	൅ ቂ
݉ܤ
݉ܤ݉ܥ

ቃ
ᇩᇭᇪᇭᇫ

ܤ

ሺ݇ሻݑ∆

ሺ݇ሻݕ ൌ ሾ݉݋ 1ሿᇩᇭᇪᇭᇫ
ܥ

൤
ሺ݇ሻ݉ݔ∆
ሺ݇ሻݕ

൨

                (16) 

          
 
The future control trajectory is denoted by Eq. 

(17). 
 

,ሺ݇୧ሻݑ∆ ሺ݇୧ݑ∆ ൅ 1ሻ, … , ሺ݇୧ݑ∆ ൅ ௖ܰ െ 1ሻ  (17)  
 
Where ௖ܰ is the control horizon, which is the 

number of parameters used to capture the future 
control trajectory, and the future state variables 
are predicted for ௣ܰ ,where ௣ܰ is called the 
prediction horizon. This work denote the future 
state variables as 

 

ሺ݇௜ݔ ൅ 1|݇୧ሻ, ሺ݇݅ݔ ൅ 2|݇iሻ, ሺ݇௜ݔ ൅ ݉|݇୧ሻ, … 
																																											, ൫݇௜ݔ ൅ ௣ܰห݇୧൯.        (18) 
 

Where ݔሺ݇௜ ൅ ݉|݇୧ሻ is the predicted state 
variable at ݇௜ ൅ ݉ with given current plant 
informationݔሺ݇୧ሻ. The control horizon ௖ܰ  is 
chosen to be less than or equal to the prediction 
horizon.  

Based on the state-space model ܣ, ,ܤ  the ,ܥ
future state variables are calculated sequentially 
using the set of future control parameters as 

 
ሺ݇௜ݔ ൅ 1|݇୧ሻ 	ൌ ሺ݇୧ሻݔܣ ൅  ሺ݇୧ሻݑ∆ܤ
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ሺ݇௜ݔ ൅ 2|݇୧ሻ 	ൌ ሺ݇௜ܣ ൅ 1|݇୧ሻ ൅ ሺ݇୧ݑ∆ܤ ൅ 1ሻ 
 
                        	ൌ ሺ݇௜ሻݔଶܣ ൅ ሺ݇୧ሻݑ∆ܤܣ ൅
ሺ݇୧ݑ∆ܤ																																																										 ൅ 1ሻ 

∙
∙
∙
 

൫݇௜ݔ ൅ ௣ܰห݇୧൯ ൌ ሺ݇௜ሻݔே೛ܣ ൅  ሺ݇୧ሻݑ∆ܤே೛ିଵܣ
                       ൅ܣே೛ିଶݑ∆ܤሺ݇୧ ൅ 1ሻ൅. . ൅ 
                      ൅ܣே೛ିே೎ݑ∆ܤሺ݇୧ ൅ ௖ܰ െ 1ሻ.  (19) 
 

The set of predicted output variables is 
calculated sequentially as shown in Eq. (20). 

 
ሺ݇௜ݕ ൅ 1|݇୧ሻ 			ൌ ሺ݇௜ሻݔܣܥ		 ൅  ሺ݇୧ሻݑ∆ܤܥ
 
ሺ݇௜ݕ ൅ 2|݇୧ሻ 			ൌ ሺ݇௜ሻݔଶܣܥ		 ൅ ሺ݇୧ሻݑ∆ܤܣܥ 			

൅ ሺ݇୧ݑ∆ܤܥ ൅ 1ሻ			 
 
ሺ݇௜ݕ ൅ 3|݇୧ሻ 			ൌ ሺ݇௜ሻݔଷܣܥ		 ൅ ሺ݇୧ሻݑ∆ܤଶܣܥ

൅ ሺ݇୧ݑ∆ܤܣܥ ൅ 1ሻ
൅ ሺ݇୧ݑ∆ܤܥ ൅ 2ሻ 

 
∙
∙
∙
 

൫݇௜ݕ ൅ ௣ܰห݇୧൯ ൌ ሺ݇௜ሻݔே೛ܣܥ		
൅ ሺ݇୧ሻݑ∆ܤே೛ିଵܣܥ
൅ ሺ݇୧ݑ∆ܤே೛ିଶܣܥ ൅ 1ሻ ൅⋯൅ 

                       ൅ܣܥே೛ିே೎ݑ∆ܤሺ݇୧ ൅ ௖ܰ െ 1ሻ.  (20) 
 

 Define vectors ܺ and ܷ as Eq.(21) and 
Eq.(22).  

 

 ܺ ൌ ቈ
ሺ݇௜ݕ ൅ 1|݇୧ሻ		ݕሺ݇௜ ൅ 2|݇୧ሻ		…	
൫݇௜ݕ																																	 ൅ ௣ܰห݇୧൯	

቉
்

(21)  

 

ܷ ൌ 	൤
ሺ݇୧ݑ∆		ሺ݇୧ሻݑ∆ ൅ 1ሻ		…	
ሺ݇୧ݑ∆														 ൅ ௖ܰ െ 1ሻ	

൨
்

              (22) 
 

The dimension of ܺ is ௣ܰ and the 
dimension of ܷ is ௖ܰ. Eq. (20) can be rewritten 
in a compact matrix form as   

	
              ܺ൫ത݇൯ ൌ ൫ത݇൯ܺܨ ൅ ߶ܷ൫ത݇൯              (23) 
Where: 
 

ܺ൫ത݇൯ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ ൫ത݇ݔ ൅ 1ห݇൯

൫ത݇ݔ ൅ 2ห݇൯
⋮

൫ത݇ݔ ൅ ௉ܰ െ 1ห݇൯

൫ത݇ݔ ൅ ௉ܰห݇൯ ے
ۑ
ۑ
ۑ
ۑ
ې

, 

 

ܷ൫ത݇൯ ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ ൫ത݇ݑ∆ ൅ 1ห݇൯

൫ത݇ݑ∆ ൅ 2ห݇൯
⋮

൫ത݇ݑ∆ ൅ ௖ܰ െ 1ห݇൯

൫ത݇ݑ∆ ൅ ௖ܰห݇൯ ے
ۑ
ۑ
ۑ
ۑ
ې

, ܨ ൌ

ۏ
ێ
ێ
ێ
ۍ
ܣܥ
ଶܣܥ

ଷܣܥ

⋮
ےே೛ܣܥ

ۑ
ۑ
ۑ
ې

	

߶

ൌ

ۏ
ێ
ێ
ێ
ۍ

ܤܥ
ܤܣܥ
ܤଶܣܥ
⋮

ܤே೛ିଵܣܥ

				

0
ܤܥ
ܤܣܥ
⋮

ܤே೛ିଶܣܥ

			

0
0
ܤܥ
⋮

ܤே೛ିଷܣܥ

			

…
…
…
⋮
…

			

0
0
0
⋮

ےܤே೛ିே೎ܣܥ
ۑ
ۑ
ۑ
ې
 

  
Define cost function as Eq. (24). 
 

ܬ     ̅ ቀݔ൫ത݇൯, ܷ൫ത݇൯ቁ ൌ ்ܺ൫ത݇൯࣫ܺ൫ത݇൯ 
                                ൅்ܷ൫ത݇൯ܷ࣬൫ത݇൯      (24) 
 
Where: ࣫ ൌ ݎ࣫ ࣬ ேುൈேು൧ andܫൣ ൌ ݎ࣬  ே೎ൈே೎൧ܫൣ
 

Substitution Eq. (23) into Eq.(24) and find 
the optimal ܷ by using the first derivative as 
shown in Eq. (25). 
 
̅ܬ߲ ቀݔ൫ത݇൯, ܷ൫ത݇൯ቁ

߲ܷ
ൌ  								൫ത݇൯ܺܨ்࣫߶2

                              ൅2ሺ߶்࣫߶ ൅ ࣬ሻܷ൫ത݇൯ (25) 
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The optimal solution for control signal can be 

determined by set the first derivative to zero, so 
optimal control signal can be shown in Eq. (26).  

 
ܷ൫ത݇൯ ൌ െሺ߶்࣫߶ ൅ ࣬ሻିଵ߶்࣫ܺܨ൫ത݇൯ (26) 
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The state feedback in the form of model 
predictive control can be determined by Eq. (27). 

 

௠௣௖ܭ ൌ ሾ1	0	. . .		0ሿᇩᇭᇭᇪᇭᇭᇫ
ே೎

ሺ߶்࣫߶ ൅ ࣬ሻିଵ߶்࣫(27) ܨ 
 

The state feedback gain from Eq. (27) used 
to implement of model predictive control for the 
temperature control of thermal plate system. 

However, the model used for prediction has 
at least one eigenvalue on the unit circle. As a 
result, it inherits a numerical instability problem 
when the prediction horizon ൫ ௣ܰ൯ becomes large 
[11]. 

Stability cannot be guaranteed with a small 
prediction horizon and control horizon parameters. 

Therefore, this work set a prediction horizon 
൫ ௣ܰ൯ to 10 and control horizon ሺ ௖ܰሻ has been 
chosen to 5 for a better process respond. 

The value of  ௣ܰ and ௖ܰ have chosen from 
simulation by using MPC from Eq. (27) as a 
controller in thermal plate system. 

 
5.2 Robust model predictive control via 

linear matrix inequality 
 
The design of MPC using nominal parameters 

from table 1, but the RMPC using each parameter 
in table 1 for synthesizing a robust controller gain. 
As a result, RMPC has ability to handle the 
variation of model parameters.  

The RMPC synthesis by first deriving an 
upper bound on the robust performance from 
uncertain plant in Eq. (3), then minimize this 
upper bound with a MPC state feedback control 
law [12] as shown in Eq. (28) and the close-loop 
system can be shown in Eq. (29). 

ሺ݇ሻݑ                      ൌ  ሺ݇ሻ               (28)ݔோெ௉஼ܭ
 
ሺ݇ݔ ൅ 1ሻ ൌ ሺܣ௜ ൅  ሺ݇ሻ     (29)ݔோெ௉஼ሻܭ௜ܤ
 
Consider a quadratic function ܸ൫ݔሺ݇ሻ൯ ൌ

,ሺ݇ሻݔሺ݇ሻ்ܲݔ ܲ ൐ 0 of the state in Eq. (2) with 
ܸ൫ݔሺ0ሻ൯ ൌ 0. The decreasing of function ܸ 
must satisfy the inequality as shown in Eq. (30) 
for any uncertain set in Eq. (3).  

 
ܸ൫ݔሺ݇ ൅ 1ሻ൯ െ ܸ൫ݔሺ݇ሻ൯ 

                            	൑ െݔሺ݇ሻ்ܳݔሺ݇ሻ 
                                    െݑሺ݇ሻ்ܴݑሺ݇ሻ   (30) 
 

Substitution Eq. (28), (29) into Eq.(30) and 
rearrange in form of Eq. (31). 

 
ሺܣ௜ ൅ ௜ܣோெ௉஼ሻ்ܲሺܭ௜ܤ ൅ ோெ௉஼ሻܭ௜ܤ െ ܲ 
                   ൅ܭோெ௉஼

ோெ௉஼ܭ்ܴ ൅ ܳ ൑ 0    (31) 
 

Pre and post multiplied by ܺ to Eq. (31), 
then substitution ܲ ൌ ܻ ଵ and defineିܺߛ ൌ
ோெ௉஼ܺ and multiplied with െ1ܭ ⁄ߛ , so Eq.(31) 
become Eq.(32) as 

 
െܺߛ ൅ ሺܣ௜ܺ ൅ ௜ܺܣଵሻሺିܺߛ௜ܻሻ்ሺܤ ൅  ௜ܻሻܤ
                        ൅்ܻܴܻ ൅ ܺܳܺ ൑ 0           (32) 
 

The linear matrix inequality as 
 

൦

ܺ
0
0

௜ܣܺ
் ൅ ௜ܤ்ܻ

்

				

0
ܫߛ
0

்ܺܳ ଶ⁄

				

0
0
ܫߛ

்்ܻܴ ଶ⁄

				

௜ܣܺ ൅ ௜ܤܻ
ܳଵ ଶ⁄ ܺ
ܴଵ ଶ⁄ ܻ
ܺ

൪ 

൒ 0                                                            
                                                             (33) 

For every ൌ 1,2, … ,ܰ , when ܰ is a total 
number of operating condition. The linear matrix   



                The 28th Conference of the Mechanical Engineering Network of Thailand 
                        15-17 October 2014, Khon Kaen 
 
  

982 
 

 
DRC-3 

inequality from Eq. (33) can be solved by CVX 
toolbox [13] for minimization parameter ߛ and 
finding optimal parameters ܺ and ܻ. The 
Lyapunov matrix and RMPC state feedback gain 
can be calculated from Eq.(34) and Eq. (35), 
respectively. 
                                 ܲ ൌ ܺିଵ                           (34) 

 

ோெ௉஼ܭ                         ൌ ܻܺିଵ                        (35) 
 

This work implementations MPC and RMPC 
in form  of stare feedback as Eq.(27) and Eq. 
(35) to thermal plate system for studying 
performance of difference controllers, when 
working condition is varied. 

 
6. Experimental study 

 The MPC and RMPC have been 
implemented as discrete time with sampling time 
0.05 s. 

 The block diagram of control strategy can 
be shown in Fig. 5. 
 This work set ܭூ to 0.04 for tracking 
performance in steady-state condition of process.  
 The MPC gain from Eq.(27) and RMPC 
gain from Eq.(35) have implemented in form of 
state feedback gain as shown in Fig. 5. 
 This work uses six operating conditions to 
verify the performance of difference controllers in 
term of rise time, overshoot, setting time, steady-
state error. Table. 3 show the controller 
performance and Fig. 6 show the experimental of 
this work. 
Table. 3 the performance of difference controllers 
 

 
controller 

Rise 
time 
(S) 

% Over 
Shoot 
(%) 

Setting- 
Time 
(S) 

SS 
error 

MPC 3.9 5.2 8.3 േ0.315 
RMPC 4.2 1.4 6.4 േ0.152 

 
 
 

 
 
 

Fig. 5 Block diagram of MPC and RMPC control strategy. 
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Fig. 6 Experiment result of MPC (dash-line), RMPC (dot-line), when reference signal (solid-line) is varied 
with case (a) is an overall output respond, case (b) is an output respond at 80 Ԩ working condition, case 
(c) is an output respond at 20 Ԩ working condition.

 
From Fig. 6 (a), the tracking performance of 

temperature output for thermal plate system with 
RMPC is better than MPC in term of percent 
maximum overshoot, setting time and steady-
state error. However, MPC controller is better 
than RMPC in term of rise time in all operating 
conditions.  

From Fig. 6 (b), the performance of MPC is 
similar to RMPC because, the nominal model has 
plant parameters close to model of the 80 Ԩ 
operating condition as shown in table. 1.  

 
For cooling situation, the performance of 

RMPC is better than MPC in term of percent 
maximum overshoot, setting time and steady-
state error as shown in Fig. 6 (c). 

  
7. Conclusion 

Experimental results show that the 
performance of proposed controller is better than  

 
MPC in all of operating condition, where MPC is 
designed based on the nominal model and RMPC 
is designed based on variation of plant model via 
linear matrix inequality approach.   
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