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Abstract 

A multi-camera multiple objects tracking system has been presented in this paper. It has been 
designed as a general purpose application development platform for real-time 3-D tracking. 3-D 
reconstruction algorithm and Kalman filter-based tracking algorithm have been developed. The tracking 
algorithm consists of data association and motion prediction mechanism to identify and track each object 
independently. The targets are spherical objects with light inside. The Kalman filter with data association 
framework improves robustness of the tracking process even when object occlusion occurred. The 
algorithm is implemented as a software module to operate on the developed PC-cluster. The PC-cluster is 
a two-computer system that two computers are connected by using PCI-to-PCI interface card with fiber-
optic connection. Four cameras with hardwired synchronization have been used for experiments. 
Experimental results show that the system can track three objects correctly. Average system frequency is 
14 frames per second. The system can speed up by fine-tuning of the developed software. 
Keywords: Multiple objects tracking, Kalman filter, Multi-camera system, PC-cluster  
 

1. Introduction 
Multiple objects tracking is a fundamental 

task for many applications including human-
computer interaction [1], study of flying animal 
behavior [2], and biomechanical analysis [3]. For 
capturing object motion in 3-D space, multi-
camera systems are widely used because of their 
high precision and flexibility with non-
intrusiveness to the target objects. Nevertheless, 
occlusion and multi-view correspondence 
problem make the task very complex. 

In this paper, the development of a multi-
camera multiple objects tracking system has been 
presented. A multiple objects tracking algorithm 
using Kalman filter has been described. 3-D 
reconstruction algorithm is developed for solving 
multi-view correspondence problem. The 
algorithms are implemented on the developed 
PC-cluster system [4, 5] as a processing module. 
The multi-camera system on the PC-cluster has 
been designed as a general purpose application 
development platform as shown in Fig. 1. Output 
of the system is 3-D position of each target. 

2. 3-D Reconstruction 
3-D reconstruction is required to compute 3-

D positions of the targets from the 2-D projected 
object’s location in the images. In the tracking 
process, the 3-D positions are used for data 
association. After image capturing process, the 
following steps of the 3-D reconstruction are 
performed. 

 
Fig. 1 System overview 

 
2.1 Object detection 

Object detection algorithm identifies the 2-D 
coordinates of object feature (connected 
component or blob [6]) in the image. Connected-
component analysis with linear-time searching [7] 
has been used in this paper. The target objects are 
spherical objects with light inside. Image of the 
target objects from a cameras in the system is 
shown in Fig. 2. Object detection results from 
four cameras have been shown in Fig. 3. 

 
Fig. 2 Image of the target objects captured from 

a camera in the system 
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Fig. 3 Object detection results from four cameras 
 
2.2 Multi-view correspondence 

The system solves for the correspondence 
problem across all views by using 2-D positions 
obtained in the previous section. Then, 3-D 
position of each target is calculated from the 
correspondence points. As an example shown in 
Fig. 4, object 1 is reconstructed by using blob 
number (2) in image 1 and blob number (3) in 
image 2. The same concept is also applied for 
multi-camera case. 

 
Fig. 4 Multi-view correspondence problem  

 
Given the points i

mp  is a 2-D object position 
m  in camera i . The algorithm for multi-view 
correspondence that has been developed is 
summarized as follows: 

1) Find an unused point i
mp . 

2) Calculate the minimum distance between 
the ray created from the center of projection of 
camera i  to the object point i

mp  and the ray 
created from the center of projection of another 
camera j  to an unused point j

np . 
3) If there is a minimum distance in 2) less 

than a specified threshold, repeat step 2) by using 
i
mp  and the unused point k

rp  in another camera 
k  as object points to create the rays. 

4) If there is a minimum distance in 3) less 
than a specified threshold, identifies point i

mp , 
j
np , and k

rp  as correspondence points, and mark 
the points as used. 

5) Repeat step 1) to 4) until there is no more 
unused point or the number of the reconstructed 
points reaches the predefined maximum. 
2.3 Reconstruction 

The 3-D position calculation from multiple 2-
D correspondences in camera images is a well-
studied problem in computer vision community. 
In this paper, linear triangulation method [8] is 
applied. As specified in section 2.2, the 3-D 
reconstruction algorithm in this paper is 
performed by using the correspondence points 
from three cameras. 

Consider a multi-camera system with n  
cameras, given Pi  is the i -th camera matrix, and 
x [ ]Ti i iu v= 1  is a point in an image of the 
3-D world point Xw  and corresponds to camera 
matrix Pi . Then, we have x PXi i w= . By using 
the relation of vector cross product,  
 x (PX )i i w× = 0  (1) 
then, 
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where p jTi  is the j -th row of camera matrix Pi   
From each camera, only two equations of (2) 

are independent. When the first two equations has 
been chosen, a matrix L can be obtained by 
stacking up equation (2) for n  cameras ( )n ≥ 2  
as 
 LXw = 0  (3) 
where 
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Equation (3) can be solved by the least-
squares method. The solutions are unit singular 
vector which is correspond to the smallest 
singular value of matrix L . 

 
3. Multiple Objects Tracking 

3.1 The discrete Kalman filter 
Because of its recursive solution to estimate 

state of a linear discrete time random process in 
an optimal manner, Kalman filter [9, 10] is 
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applied for object state estimation in the tracking 
process in this paper. 

State equation describes how the current state 
evolved from the previous state, 
 x =A x +wk k k k+1  (5) 
where A k  is the process model that relates the 
state x k  from time k  to 1k +  in the absence of 
an external disturbance and w k  is the process 
noise vector. 

Measurement equation describes how the 
measurement is derived from the current state, 
 z =H x +vk k k k  (6) 
where H k  is the measurement model describing 
the noiseless relationship between the 
measurement z k  and the state vector x k  at time 
k  and v k  is the measurement noise vector. 

The set of equations for the prediction and 
adjustment used in the tracking loop are list 
below. 

Prediction equations: 
 ˆ ˆx =A xk k k

− −
− −1 1  (7) 

 P =A P A QT
k k k k k
−

− − − −+1 1 1 1  (8) 
 ˆ ˆz =H xk k k

−  (9) 
Adjustment equations: 

 K =P H (H P H R )T T
k k k k k k k

− − −+ 1  (10) 
 ˆ ˆ ˆx =x K (z H x )k k k k k k

− −+ −  (11) 
 P =(I K H )Pk k k k

−−  (12) 
In this paper, the target objects are treated as 

particles and the state vector  
 x=[ , , , , , ]Tx y z x y z  (13) 
is used for describing 3-D position and velocity 
of the targets. The measurement z  is the same as 
the state vector because object is tracked in 3-D 
space directly. 

The process model with constant velocity 
motion assumption has been used in this paper,  

 A=
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with tΔ  being the time step. 
3.2 Kalman filter based multiple objects 
tracking algorithm 

Flow of the tracking process of the system 
can be shown in Fig. 5. Starting with the captured 
image, an object detection algorithm identifies the 
2-D coordinates of every blob’s centroid in the 
image. For every set of synchronized frames, the 
system solves the correspondence problem across 

all views. Then, 3-D reconstruction is performed 
for every set of correspondence points. 3-D 
tracking of each object has been done 
independently with object’s state prediction and 
data association and update algorithm. Finally, 
the output of the system is 3-D position of each 
target. 

 
Fig. 5 Flow of the tracking process 

 
Data association step in the tracking process 

is the nearest neighbor searching between the 
predicted object positions (dotted circles) and the 
current 3-D reconstruction points (filled circles) 
as shown in Fig. 6. 

 

 

Fig. 6 Data association in the tracking process  
 

Given the 3-D positions of each object is 
obtained from the 3-D reconstruction process, the 
multiple objects tracking algorithm developed in 
this paper is summarized as follows: 

1) Set states to initial value for the first time. 
2) Predict states and measurements by using 

equations (7) – (9). 
3) Calculate 3-D distance between the 

current 3-D reconstruction positions and 
the predicted positions obtained in 2). 
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4) For each reconstruction points, if the 
minimum result obtained from step 3) is 
less than a specified threshold, associate 
the reconstructed point with the predicted 
point that makes the minimum distance. 

5) Update states with the associated 
measurements obtained in 4) by using 
equations (10) – (12). 

6) After step 4) and 5), if there are some of 
tracked points that is not associated with 
3-D reconstructed point, check for the 
number of occlusions. 
a. If it does not exceed the maximum 

missing steps, set it as temporary 
occluded point. 

b. If it has exceeded the maximum 
missing steps, delete it from the 
tracking point set. 

7) If there is some reconstructed points left 
after step 6), set it as new tracked point. 
 

4. The PC-Cluster 
The multi-camera system in this paper 

operates on the developed PC-cluster that consists 
of two computers. By using PCI-to-PCI interface 
card with fiber-optic cable for connection, the 
two computers work as a single processing 
system. Schematic of the system with four 
cameras is shown in Fig. 7. 

 
Fig. 7 Schematic of the developed multi-camera 

system based on a PC-cluster 
 

One computer is main or local computer for 
overall system operations control such as camera 
settings, parameters settings for calibration and 
tracking, getting command from user, and 
displaying graphical output on monitor. The other 
is remote computer used for image capture and 
object detection in images obtained from the 
attached cameras. Each computer runs the 
developed application software with processing 
modules as shown in Fig. 8. 

 
Fig. 8 Processing modules in the PC-cluster 
 
There are four processing modules in this 

work. 
1) Cluster module is used for image capture, 

cameras control, object detection, and 
PC-to-PC communication. 

2) PointCloud module is used for 3-D 
reconstruction and tracking of multiple 
objects. It is an implementation of the 
algorithms that have been described in 
section 2 and 3. 

3) Calibration module is used for camera 
calibration that is a separate offline step 
before starting 3-D reconstruction and 
tracking process. 

4) Manager module is used for camera 
synchronization, export output file, and 
system event management. 

All modules are implemented in C++ as  
dynamic-link libraries (DLLs) on Windows XP 
operating system. 
 

5. Experimental Results 
In the experiments, four sets of IEEE1394a 

monochrome cameras with 8mm lenses have 
been used. All cameras are calibrated by using 
Tsai’s camera calibration method [11]. Hard-
wired synchronization is used for multi-camera 
capture which one camera has been chosen as 
primary camera. The images are captured with 
the size of 640×480 pixels. The main computer 
of the PC-cluster is implemented on a 2.83 GHz 
Intel Core 2 Quad computer. And the remote 
computer runs on 3.4 GHz Pentium 4 processor. 
5.1 Robot tracking 

In the first experiment, Mitsubishi PA10-7C 
robot arm is used for moving the target objects. 
The experimental setup is shown in Fig. 9. The 
targets are three spherical objects with 20 mm 
diameter. They are arranged in an L-shape as 
shown in Fig. 10. 
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Fig. 9 Mitsubishi PA10-7C robot arm holding the 

target objects 
 

 
Fig. 10 Three objects arrangement and its 

dimensions 
 

The robot moves in planar circular motion in 
XY plane of the robot coordinate system (Fig 11). 
It moves in a circle of radius 100 mm with 
angular velocity 0.05 rad/sec. The 3-D positions 
of each target obtained from the multi-camera 
system are plotted in Fig. 12 – 13. The result 
shows that the developed system can identify and 
track each object correctly. 

 
Fig. 11 Robot coordinate system 
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Fig. 12 Planar circular motion in XY plane 

(3-D view) 
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Fig. 13 Planar circular motion in XY plane  

(Top view) 
 
5.2 Surface scan 

The system can be applied for reverse 
engineering application if the target objects move 
on the surface to be measured. In the second 
experiment, three target objects (Fig. 14) have 
been moved independently on the helmet 
prototype surface, shown in Fig. 15, to capture its 
shape into computer system.  

 

 
Fig. 14 Target objects used for surface scan 

 

 
Fig. 15 Helmet prototype and the measurement 

region 
 

The result is point cloud of the helmet as 
shown in Fig. 16 - 17. It shows the correctness of 
the tracked position that can capture shape of the 
helmet. 
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Fig. 16 Point cloud of the helmet prototype 

(3-D view) 
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Fig. 17 Point cloud of the helmet prototype 

(Side view) 
 

6. Conclusions 
This paper presents the development of a 

multi-camera system for 3-D multiple objects 
tracking. The 3-D reconstruction algorithm and 
the Kalman filter-based tracking algorithm are 
developed. They are implemented on the PC-
cluster (two-computer system) as a processing 
module (PointCloud Module). The system has 
been tested by using three objects. The 
experimental results show that the system can 
track each object correctly. The system can be 
applied for many applications if application 
specific module has been added to the system. 
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